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Risk-utility tradeoff shapes memory strategies for evolving patterns
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Keeping a memory of evolving stimuli is ubiquitous in biology, an example of which is immune
memory for evolving pathogens. However, learning and memory storage for dynamic patterns still
pose challenges in machine learning. Here, we introduce an analytical energy-based framework
to address this problem. By accounting for the tradeoff between utility in keeping a high-affinity
memory and the risk in forgetting some of the diverse stimuli, we show that a moderate tolerance
for risk enables a repertoire to robustly classify evolving patterns, without much fine-tuning. Our
approach offers a general guideline for learning and memory storage in systems interacting with

diverse and evolving stimuli.

I. INTRODUCTION

Biological systems, ranging from the brain to the im-
mune system, store memory of molecular interactions to
efficiently recognize and respond to stimuli. Memory en-
coding in biological networks has also inspired a growing
host of algorithms for learning and memory storage in
image and pattern recognition by artificial neural net-
works [1-3]. A critical step in these algorithms is to
find regularities in data to associate related patterns with
each other. As such, these learning algorithms often as-
sume that the set of training data comes from a station-
ary distribution that represents the regularities necessary
for pattern recognition in data well.

Memory recognition, however, is not limited to static
patterns and can be desirable when classifying evolv-
ing stimuli that drive the system out of equilibrium.
One such example is the adaptive immune system in
which memory can effectively recognize evolved variants
of previously encountered pathogens [4-8]. In a recent
work, we have demonstrated that distributed learning
strategies, which are desirable for pattern recognition in
the stationary setup, can fail to reliably learn and clas-
sify dynamically evolving patterns [9]. Specifically, we
showed that to follow evolving patterns, an energy-based
Hopfield-like neural network [10] should use a higher
learning rate, which in turn, can distort the energy land-
scape associated with the stored memory attractors, lead-
ing to pattern misclassification. To remedy this problem,
we proposed compartmentalized networks as the optimal
solutions to memory storage for evolving patterns [9].

Irrespective of the network structure, an increase in
learning rate is necessary for a network to follow, recog-
nize, and store effective memory of evolving patterns [9].
Increasing learning rate leads to a risky strategy, as the
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memory repertoire begins to reflect only the most re-
cently encountered pattern while effectively destroying
the memory of the prior encounters. Here, we present an
analytical approach to explore how the tradeoff between
utility and risk can determine learning strategies of a
repertoire in keeping a memory of evolving patterns. We
show that a moderate risk tolerance enables a repertoire
to store an effective and robust memory. Our approach
puts forward a guideline for optimal learning and mem-
ory storage for systems interacting with multiple evolving
pattern classes without much fine-tuning.

II. MODEL

To probe memory strategies, we define a repertoire
M that can store stimuli (patterns) v and later uti-
lize them to recognize newly presented stimuli. We con-
sider the space of possible binary patterns of length L,
{4} with o € 1,...,2F enumerating all unique pat-
terns, with entries ¢ = =£1, for ¢ € 1,...,L. The
memory repertoire M associates normalized weights m®
(3-m® = 1) to all patterns it encounters. The non-
zero weights reflect the relative importance of the stored
memory from different stimuli, and patterns that are not
encountered are associated with a zero weight. After
an encounter with a given stimulus ? at time ¢, all
weights are updated according to a Hebbian learning rule
m(t) = (1—=A)m®(t — 1)+ 04,5, where A is the learning
rate [11]. Thus, the weight m®(¢ + 7) associated with
pattern «, which was previously encountered at time t,
decays in an approximate exponential form over time,

m*(t+7) =M1 -\ ~ e . (1)
To determine the memory performance for a given

stimulus x, we define the affinity A(M, x) as the overlap
between the patterns stored in the memory repertoire M
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FIG. 1. Optimal memory strategy for evolving patterns. (A) The objective function Q(A) (Eq. 3) is shown as a

function of the learning rate, for k = 1 and © = 2. Analytical approximations (dashed lines) are compared to numerical
estimates (full lines), for different mutation rates peq (colors). (B, C) The optimal learning rate (Eq. 5) is shown as a function
of the mutation rate pes (B) and the risk tolerance x (C), for different sets of parameters indicated in the legend. Insets show

collapsed plots after rescaling according to Eq. 5.

and the pattern Yy,

AM,x) = Ay > m*[@x)[° = Arana,  (2)
PreEM

Here, we used a short-hand notation to denote the
normalized pattern vector by |¢) = v¥/V/L, its trans-
pose by (1|, and a normalized scalar product (|x) =
(>, %ixi) /L. We use the shape parameter © to modu-
late the dependency of the affinity function on pattern
overlap. The scaling parameter Ay is model dependent
and sets the unit of affinity in a given system, yet its pre-
cise value does not impact our analysis. The offset A;ang
is chosen such that the expected affinity of random pat-
terns remains zero. The choice of affinity as a measure
of performance is inspired by memory retrieval in bio-
logical systems, where recognition is mediated through
biophysical interactions.

We characterize the response of a memory repertoire
to N independently evolving pattern classes ¥¢ (with
¢ € 1,...,N). Each class ¥¢ denotes a set {¢}. of
patterns generated over time through evolution. Pat-
terns within each class evolve (mutate) by random spin-
flips of rate p. At each time step ¢, a pattern from a
randomly chose class is presented to the memory reper-
toire, resulting in an effective observed mutation rate of
et = Np per expected encounter with the same pattern
class. To simplify, we use U¢(¢) to denote the evolved
pattern from class ¢ that is generated and presented to
the repertoire at time ¢. Since pattern classes are orthog-
onal to each other (up to finite-size effects), the expected
overlap between patterns presented at different times fol-
<\Ilc(t)|\IlC'(t+T)>> = 6.0p” + O(1/VI), where
p = (1 — 2u) measures the similarity between evolved
patterns.

Interestingly, for ©® = 2 this model is equivalent to
the energy function of the classical Hopfield network
with Hebbian learning rule [9, 10, 12, 13] (Appendix B).
This correspondence enables us to simulate the memory
repertoire efficiently and to test analytic predictions with
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numerical experiments; see Appendix C for numerical
method.

III. RESULTS

A. Optimal learning for evolving patterns with
risk-return tradeoff

We seek to find an optimal strategy to set the learn-
ing rate such that the stored memory in a repertoire can
be reliably retrieved for patterns evolving at a specified
rate p. Learning and updates of memory repertoires over
time impact both the expected affinity and the variance
of the affinity across patterns. A high learning rate can
sustain a high affinity in a repertoire for the most re-
cently presented patterns. However, keeping up with the
latest trend can be risky as the variance of the affinity
across patterns can increase, with older patterns suffer-
ing most from this tradeoff. To account for this effect,
we optimize an objective function Q(A; ) that balances
the risk-utility tradeoff by maximizing the mean (utility)
(A) and minimizing the standard deviation (risk) o4 of
the affinity across patterns,

Q) = (A) — 2o, 3)

K

Here, x measures the risk tolerance of the repertoire.
Such a risk-utility analysis was initially introduced in eco-
nomics [14, 15], but has since been used to characterize
tradeoffs in biological and evolutionary processes [16-22].

We can analytically evaluate both the mean and the
variance of the affinity by using explicit expansion of
the encounter history or by evaluating the cumulant-
generating function for the distribution of affinities, valid
in the large-N limit (i.e, many patterns); see Appendix A
and Fig. S1. The expression for the n'" cumulant of the



affinity follows,

N /\np®n
Cn = Q
"N T

+ONT?) (4

where ag = Ag — Arand, and the mean and the variance
are given by n = 1 and n = 2, respectively. For static
patterns (4 = 0 <> p = 1), the mean affinity becomes
independent of the learning rate and reaches the naive
expectation ag/N. For evolving patterns, a repertoire
with a maximal learning rate A = 1 can achieve the high-
est mean affinity aop®/N by storing a memory of the
most recent pattern with the maximal affinity ag, while
treating the other patterns as random.

For a broad range of evolutionary rates, the optimum
of the objective function Q(A; 1) is achieved for interme-
diate values of learning rate A\, where the mean and vari-
ance of affinity across patterns are balanced; see Fig. 1A
for analytical and numerical results. The optimal learn-
ing rate A*(p) = maxy Q(A; 1) that maximizes the ob-
jective function scales with different model parameters
as,

N =~ 2rOpa) + 0 (5. (5)

2
N
The analytical scaling relation in Eq. 5 is in excellent
agreement with numerical simulations (Fig. 1B,C). As
the evolutionary rate of patterns ueg increases, the opti-
mal learning rate grows so that the repertoire closely fol-
lows the patterns’ evolution (Fig. 1B). As the shape pa-
rameter O increases, the affinity function becomes more
peaked around the recently stored patterns (Eq. 2), re-
sulting in an increase in the optimal learning rate to keep
the memory focused on the more recent (less evolved)
encounters. The learning rate scales inversely with the
number of patterns N for the repertoire to evenly dis-
tribute the resources (allocate memory). Repertoires
with higher risk tolerance x use larger learning rates
(Fig. 1C) and store a risky but a high-affinity memory
against recent encounters. As repertoire becomes more
risk-avert (small k), it stores a more equitable memory
across patterns but at a loss for affinity. In the limit
of no risk tolerance (k — 0), the repertoire stops learn-
ing (A = 0) and adopts a risk-free but impractical strat-
egy where the memory has zero affinity for all patterns.
This tradeoff can be depicted by a Pareto front in the
affinity-risk space, along which one cannot increase the
mean affinity without increasing the risk or vice versa.
Fig. 2 shows these Pareto fronts parametrized by scaled
mean affinity and risk, for different mutation rates (col-
ors) and by varying the risk tolerance x along each line.
The combinations of risk and affinity values that lie be-
low the Pareto front are inaccessible, and those that lie
above are sub-optimal solutions for a memory repertoire.
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FIG. 2. Pareto front for risk-utility tradeoff of mem-
ory for evolving patterns. Optimized objective function
Q(N\*) (Eq. 3) describes a Pareto front in the scaled affinity-
risk plane by varying the risk tolerance x along each line, for
different mutation rates (colors). To present the Pareto front
in a dimensionless space, the mean affinity is scaled by its
maximal value (A)max = 5, and the standard deviation as
risk is scaled by the mean affinity. Only the combinations of
risk and affinity values that lie above the Pareto front (gray
shading) are accessible to a memory repertoire. Other pa-
rameters: N = 200 and © = 2. Results for other shape
parameters are shown in Fig. S2.

B. Discrimination of random and stored patterns

One key goal of memory usage is to recognize and accu-
rately classify presented patterns with a memory stored
from prior encounters. A misclassification could have
dire consequences. For example, in the case of immune
system, if memory response is not triggered by a sec-
ondary infection (i.e., false negative), the host would pay
a cost by enduring sickness and having to mount a novel
response and re-store a new memory. False positive re-
sponses are also costly, as they can be associated with au-
toimmunity if mounted against self-antigens [6], or they
can interfere with novel responses without preventing the
disease, e.g., in the case of original antigenic sin against
viruses like influenza [23].

Memory strategies optimized to operate under differ-
ent risk tolerance x can yield varying levels of pattern
misclassification. We characterize the discrimination ac-
curacy of a repertoire by quantifying the rate by which
it recognizes evolved patterns associated with previously
stored memory (true positive), or randomly generated
patterns without any prior encounter history (false posi-
tive). To do so, we need to characterize the distribution
of affinities for patterns with prior encounter history, and
for novel (random) patterns.

The recognition affinity of a memory repertoire for re-
curring patterns depends on the history of pattern en-
counters and on the learning rate A\. For example, in
the case where patterns from a given class U¢ are pre-
sented at time points [t1,...,t,], the affinity A(¥°(T))
for an evolved pattern from the same class shown at time



T > t, can be expressed as

n
AGWE(T)) = ag 3" AeNT=HD 0T =10 (g)
i=1
Here, the factor e~ *(7—*~1) accounts for the exponential
decay for the affinity of a memory stored at time ¢; from
its maximum level A\, due to updates in the repertoire
(Eq. 1). p®T=%) accounts for the decay in the overlap
between the memory stored at time ¢; and the presented
patterns in the future, due to evolution.

Patterns are presented to the repertoire in random
order, and the time 7, = t; — t;_1 between consec-
utive encounters with the same class is exponentially
distributed with a mean of N steps (i.e., number of
classes), p(t) ~ eN7/N. The distribution of affinities
Py (A) for patterns of a given class can be derived by
convolving the affinity function in Eq. 6 with the ex-
ponential waiting time distribution for pattern history.
Although the exact form of this affinity distribution is
difficult to evaluate, we expect it to be from an expo-
nential family. Indeed, the Gamma distribution is a
good approximation to the distribution of the affinities
(Fig. S3). We quantify the accuracy of this approxima-
tion by the Kullback-Leibler distance Dkr,(Py(A)|IT 4)
between the true affinity distribution Pg(A) and a
Gamma, distribution I' 4 with the same mean and vari-
ance. By using an Edgeworth expansion [24, 25] with
the cumulants of the affinity distribution in Eq. 4, we
can show that in the limit of small learning and mu-
tation rates the Kullback-Leibler distance between the
two distributions is small, with Dkp,(Py(A)||T(A)) =
(25/27) (20per/w)*"* + O(Oper) < 1 (Appendix A4).
This result can also be intuitively understood, since the
Gamma distribution arises in processes for which the
waiting times between events are relevant.

The distribution of affinities for random patterns (i.e.,
not belonging to any of the presented classes) Py(.A)
can be similarly characterized. The law of large num-
bers suggest that the overlap between unrelated patterns
should be normally distributed with mean zero and vari-
ance 1/(4L). The overlap between the memory repertoire
and a random pattern is the sum of the normally dis-
tributed random overlaps weighed by the weights {m®},
associated with the stored patterns (Appendix A5 and
Fig. S4). Thus, the distribution of affinities for random
patterns Py(A) is well-approximated by a Gamma distri-
bution with mean o L=9/2 and variance o L~®. This
distribution should be contrasted to that of the affinities
for patterns with prior encounter histories Py(.A), the
statistics of which primarily depends on the number of
patterns and the learning rate, with mean o< 1/N, and
variance o A/N.

The sensitivity (fraction of true positives to all pat-
terns associated with memory) and specificity (fraction
of false negatives to all random patterns) of a repertoire
in classifying patterns depends on an affinity cut-off for
distinguishing between familiar and random patterns. A
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FIG. 3. Three phases of memory discrimination. The
phase diagram shows the discrimination ability of repertoires
(AUROC) between familiar patterns with prior encounter his-
tory and random patterns, based on their respective affinities.
AURQOC is estimated using numerical approximations to the
affinity distributions Py (A) and Py(A) for familiar and ran-
dom patterns (Appendix A). Each point in the phase diagram
shows AUROC for a repertoire optimized with a given risk
tolerance k for patterns with a specified mutation rate pes.
Other parameters: L = 200, N = 40, and © = 2. Results for
other shape parameters © are shown in Fig. S6. Full simula-
tion results are shown in Fig. S7.

receiver operating characteristic (ROC) curve shows the
relationship between sensitivity and specificity of a clas-
sification in a repertoire for every possible affinity cut-off.
The area under the ROC curve (AUROC), which mea-
sures the discriminative ability of the repertoire, depends
on the evolutionary rate pg of patterns it encounters, its
risk tolerance x, and the parameter © that determines
the shape of the affinity function (Eq. 4). These parame-
ters also determine the optimal learning rate A* (Eq. 5),
which sets the memory strategy of a repertoire in a given
evolutionary setup.

The phase diagram for the discrimination ability of a
repertoire defines three distinct regions determined by
a combination of risk tolerance x and the evolutionary
rate of patterns pes, for a specified shape parameter ©
(Fig. 3): (i) A triangular region at the center of the phase
diagram with AUROC =~ 1 indicates the range of param-
eters for which the repertoire can efficiently discriminate
between familiar and novel patterns. Within this region,
as the evolutionary rate of patterns increases, the range
for risk tolerance that enables a repertoire to efficiently
discriminate between familiar and random patterns nar-
rows, and the repertoire has to fine-tune its learning rate
to match the faster evolution of the patterns (Fig. S5).
(ii) When risk tolerance x is large, the repertoire up-
dates rapidly and only keeps a memory of the most re-
cent encounters, resulting in an inefficient discrimination
between familiar and novel patterns with AUROC ~ 0.5.
(iii) For risk avert strategies (small x), the memory ef-
fectively shuts down and the repertoire cannot anymore



discriminate between random and familiar patterns. It
should be noted that a change in the affinity shape pa-
rameter © can shift the exact boundaries between these
phases, but it does not impact the overall structure of
the phase diagram (Fig. S6).

Taken together, a moderate risk tolerance (k® = O(1))
enables a repertoire to store an effective and a robust
memory and to operate without fine tuning. We fur-
ther confirm these results with simulations for © = 2 in
Fig. S7.

IV. DISCUSSION

Devising a learning strategy to store functional mem-
ory for evolving stimuli is an open problem with potential
applications in many fields. Inspired by immune memory
that reliably recognizes evolving threats, we present an
analytical energy-based memory model against evolving
patterns that captures the risk-utility tradeoff in memory
repertoires.

We found that risk-tolerant repertoires adopt faster
learning rates and keep a memory of the recent patterns
with high affinity, at the risk of disregarding older pat-
terns. On the other hand, risk-avert repertoires effec-
tively shut down their learning to minimize the variance
in their recognition affinity for different patterns, at the
cost of having a low affinity for all patterns. A moder-
ate risk tolerance enables a repertoire to achieve a desir-
able balance between risk and affinity (utility) to robustly
classify evolving patterns and associate them with prior
memory. This risk-utility tradeoff defines Pareto front
for accessible memory strategies by a repertoire (Fig. 2).

One key role of memory storage is to reliably discrim-
inate between familiar and novel stimuli. The discrimi-
nation ability of an optimal memory repertoire depends
on its risk tolerance and the evolutionary rate of the
patterns that it encounters. Interestingly, as the evo-
lutionary rate of the presented patterns increases, the
range of risk tolerance that allows a repertoire to retain
a functional memory narrows and approaches a regime
where risk and utility are equally valued. The classi-
fication criteria in our analysis are solely based on the
affinity of the memory repertoire to a presented pattern.
This stands in contrast to energy-based Hopfield-like net-
works that achieve recognition by retrieving associative
memory stored in the networks’ energy minima [10].

We have used the fluctuations (standard deviation) of
the memory’s affinity over the ensemble of presented pat-
terns to measure the risk of misclassification by the stored
storage. While variance might be more suitable in other
settings [26, 27], using standard deviation as a measure of
risk keeps the risk tolerance x dimensionless and compa-
rable across different systems. Nonetheless, we expect
the Pareto front’s overall structure for the risk-utility
tradeoff and the phase diagram for discrimination ability
of the repertoires to remain qualitatively intact, irrespec-
tive of the exact choices made for the risk function.

Although our model is inspired by immune memory
repertoires, the introduced approach is general enough
that can be applied to other models of memory. In partic-
ular, incorporating risk and utility in training of artificial
neural networks can guide these machine learning efforts
to store efficient of memory for evolving signals [28].
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Appendix A: Statistics of the affinity distribution
1. The average affinity of a repertoire for presented patterns

In the main text (Eq. 6) we express the affinity of a pattern class at time T in terms of the prior encounters with
the patterns of the same class at times [t1, ..., t,] with ¢,_1 < t, < T. To compute the statistics (mean and variance)
of a repertoire’s affinity, we first express the affinity function in terms of the times #; = T' — t,,_; 11, passed since the
it" encounter, when counting backward in time. This allows us to write the affinity as

A(T(T)) = agh e M1 2, (S1)
1=1

Similar to forward times t;, the reverse times #; are separated by exponentially distributed independent waiting times
T =ti — li1,

piy = =D ;V?H ~ %e_NT. (52)

Given the relationship 22:1 T = t;, we can express the affinity of the patterns in Eq. S1 in terms of the statistically
independent 7; as,

.A(\I’) = ag) Z(l _ )\)Zzlzl %g'*lp@ >0y 2 (S3)
g=1

Here, we can interpret each term in the sum as the contribution of a memory from the corresponding prior generation
to the affinity at the current time. These contributions decay due to the updates (learning) in the repertoire with
rate (1 — \) and due to evolution of the patterns with rate p. The expected affinity contribution (A,) from the g
generation follows,

(Ag) = aor YY" (Hp(@-)) (1= WZh O
# i=1

Tg

ot T (Soteac -7

_ -1 (1= N)p° '

(S4)

where we used the fact that the time windows 7; are independent from each other. The expected affinity follows from
adding up the contributions from all generations,

oo )
) = 3o) = == (55)

g=1

As mentioned in the main text, this result immediately shows that the system reaches the maximal mean affinity
of ag/Np® for the maximal learning rate A = 1. Moreover, the mean affinity becomes independent of the learning
rate when the patterns are static (p = 1).

2. The variance of repertoire’s affinity across presented patterns

To calculate the variance of the affinity (Eq. S4 in the main text) we need to account for the covariance cov (A, , Ay, )
between the contributions from different generations. Because the covariance is symmetric, we can write the variance
of the affinity as

var (A) = ivar(/lg) +2 i i cov (Ag,, Ag,) - (S6)
g=1

g1=1g2=g1+1



First we calculate the variance of the individual terms A,. Following the notation introduced in Eq. S4, we find

<(1 _ )\)%gp@f'g> var <a0)\ 1 _ ! H @T,))

<a0)\ (1—N"1 H @”)> var ((1— \)7sp®7) (S8)

= (apA(1 = N1~ (<A1> var (Ay_1) + (A,_1)? var (Al)) (S9)
=g (aoA(1 = N1 (4 2 var (A)). (S10)

Because the time intervals 7; are independent from each other, we could use error propagation to get from Eq. S7 to
Eq. S8. Moreover, since all time time intervals follow the same distribution (Eq. S2), we could insert the statistics of
Ay with the correct normalization (ao)\(l -2t 2 to arrive at Eq. S9. Finally, we performed g — 1 further iterations
to get a result that only depends on the statistics of the first contribution A; in Eq. S10. Thus, it is sufficient to

calculate the variance of only one generation,

— 42,29 - 1
var(A;) = agp (N—(I—A)Z(N—l)p%) (N—(l—)\)(N—l)pe)2>~

To evaluate the variance of the affinity (Eq. S6), we still need to calculate the covariance between the contributions
from different generations. Similar to Eq. S7, we use,

(S11)

A=A TT (=276, (512

J K3

which entails the following relationship for the covariance between A, and A4_; ,

cov <Agi~ ﬁ ((l—A)TJ @T]) Ag- 1) = var(Ay—_;) <_li[ ( A)7 @Tj).>

j=g—1i

cov (Ag, Ag—i)

(a0r(1 - A)—i)’l var(A,_) (A1) (S13)

Here, we again used the fact that all time intervals are independent and that they follow the same distribution in
Eq. S2. Using the expressions for variance of individual terms (Eq. S10) and the covariance between them (Eq. S13),
we can characterize the variance of the affinity (Eq. S6) as,

var(A) = a}

AN = 1)p2® (N — (1= \)(N — 1)p®) (AN — (1 — \)p®(A(N +2) 2))] . (514)

N2 (1= (1= A)p®) (N = (1= \)(N = 2)p®) (N — (L= \2(N — 1))

Note that the expression in Eq. S14 is accurate up to terms of order a2O(N~'L~®), which arise from the (negligible)
overlap between patterns of difference classes due to the finite size of the patterns; see Appendix A 5.

3. Cumulant-generating function for the affinity distribution

To characterize the distribution of the affinities, we can rely on the corresponding cumulant-generating function.
The cumulant-generating function Rx (q) of a random variable X is defined as the logarithm of the moment-generating
function

Rx(q) = log (%) (S15)



If we define a new random variable Y = >, X; as the sum of independent random variables, its cumulant-generating
function is given by Ry (¢) = >_, Rx,(q). To use this relation for the affinity function, we need to rewrite the affinity
of a pattern class (Eq. S1) as a sum of independent random variables. In Eq. S1 we calculate the affinity as the sum
over the contributions of past encounters. In that view, the times of the past encounters ¢; are random variables while
the contributions to the affinity at those times are deterministic.

We now change the point of view and write the affinity function as sum of contributions from all time, instead of
only the past encounters (Eq. S1),

= YA (@) (16)

Here, t is the reverse time with the origin at the final (current) time point, as defined in Eq. S1. In this case, the
encounter of a network with pattern W€ (£) from class ¢ at (reverse) time £ is accounted for by the contribution
Ac(T€ (1)) to the network’s affinity against the pattern U¢. We then find

0 if c# ¢
AW (D)) = (517)
apA(1 = Ni-1p0t = EB(f) ife=¢

which implies that a repertoire’s affinity against a pattern from a given class is only determined by the prior history
of the repertoire’s encounters with patterns of the same class, and the memory of these prior encounters decay over
time according to Eq. S1.

The repertoire encounters a pattern of a specific class at a given time point with probably 1/N. As a result, the

distribution of affinity contributions from a given time point A¢(¥¢ (£)) can be expressed as,

PLAS(W€ (1)) = (1 - ]1[) 5 (AC(\IJC' (#) — o) + % 5 (AC(\IJC’ () — E(f)) : (S18)

where F(f) is defined in Eq. S17. As a result, the expectation value (A(¥¢(T))) for the affinity of the repertoire
against a pattern from class ¢ (Eq. S16) can be evaluated as,

Ay =Y / QA% AT PLAS ), (S19)

where we used the shorthand notation Ag’cl = A°(0¢(f)). Fig. S3 shows an agreement between simulations and the
expected affinities estimated with this procedure. )
We can now express the cumulant-generating function of the affinity distribution P[A°(¥€ (¢))] as the sum of the

cumulant-generating functions of the independent terms A¢(¥¢ (£). With the definition in Eq. S15 we can evaluate
the cumulant-generating functions R;(q,t) for the contributions of each time point AC(\IIC (£) to the affinity function,

R - 1 1 o
R;(gq,t) = log <eq“4t"(t)> = log <(1 - 7]\7) + Nqu(t)>
1 L 4B -2
z—N—&—Neq (t)—l—O(N ).

The cumulant-generating function R(g) of the affinity distribution P[A] can be expressed as the sum of the cumulant-
generating functions of the independent contributions from each time point (Eq. S20), which entail,

R(q) = ZR(q,z?) = Z {_;f + Jbqu(f)] +O(N?)

(S20)

t=1 i=1
N e e Rl
f:l n=0

) (S21)
S S (e

ag)\npne

_ Lt @t 2
_N;nlxlf(lf)\)”p(")"—’_o(N )



where we have substituted the exponential function with an infinite sum, used the expression in Eq. S17 for E(f), and
performed the resulting geometric sum.
We can now evaluate the n'" cumulant ¢,, of the affinity function as,

—ap alluiag +0O (N2 (S22)
TN TN '

_ d"R(q)

C
n dqn

q=0

While the first cumulant is equal to the mean affinity in Eq. S5, obtained from the direct calculation of the moments,
the second cumulant differs from the variance in Eq. S14. These differences arise due to the expansion of the logarithm
in Eq. S20, which is only valid for large N. However, both results describe well the behavior of the variance in the
regime that we are interested in (Fig. S1), and therefore, it is warranted to use the simplified form in Eq. 2 for our
analysis.

To characterize the scaling relation between the cumulants ¢,, and the model parameters, we can expand Eq. S22

for the case where the learning rate is close to its optimal value \* ~ uif/;z (Eq. 5), which entails,
)\n—l /\n_Q,ueff
= a® O , 523
TGN + ( nN?2 ) (823)

and thus, to the leading order, the mean affinity scales as ¢; ~ ag/N and the variance scales as ¢y ~ ag\/(2N).

4. Approximating the affinity distribution with a Gamma distribution

As mentioned in the main text, the interpretation of the affinity as a sum of samples from an exponential function
separated by exponentially distributed times motivates us to model the affinity distribution as a I'-distribution. To
corroborate this choice, we evaluate the Kullback-Leibler divergence (Dxki,) between the distribution of patterns
affinities in the repertoire Py(A) and a Gamma distribution with matching mean and variance. Since we do not
have an analytical expression for Py (A) we use an Edgeworth approximation [25] to evaluate the Kullback-Leibler
divergence between the two distribution, by relying on the cumulants of Py (A) (Eq. S22).

In brief, Edgeworth series expands a probability density function around a normal distribution in terms of its
cumulants, and it provides a true asymptotic expansion with controlled error [25]. To use the Edgeworth series,
we transform the data to have mean zero and variance one, resulting in a modified probability density function for
affinities Py (A). The second leading order approximation to Pg(.A) is given by

Pu(A) ~ 6(A) (1 + %egﬂegm) + %é4He4(A) + 16(!)651{@6(,4)) = $(A) (1 +upy) (S24)

where ¢(A) is a standard normal distribution, He,, is a Hermite polynomial of order n, and ¢é, = ¢, /cg/ ® is the
n*" normalized cumulant [24, 25]. As seen in Fig. S3, the approximation in Eq. S24 describes the distribution and
especially the bulk of the affinity distribution very well.

To evaluate the Kullback-Leibler divergence DKL(P\I/”f\p) between the modified affinity distribution Py (A) and a
Gamma distribution I' with matching mean and variance, we use an Edgeworth expansion for both of these distribu-
tions,

Py(A) _ P(A) (1 + upy)
v(A) #(A) (1 +ur,)

= [ o[ (v + g, ) = (ors + s — 3, )| + 00 (525)

Dicw (P (A)[[Fw (A)) = / P(A)log -

; - /A 6(A) (1 + up, ) log

where ur,, arises from the Edgeworth expansion of the Gamma distribution, in analogy to Eq. S24. A similar approach
has previously been used to approximate the Kullback-Leibler divergence between two distributions [29, 30].
To evaluate the integral in Eq. S25, we use the orthogonality of the Hermit polynomials, i.e.,

/ 6(2) Hen () Hem () = 116 (S26)
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with Heg = 1. As a result, all the linear terms in Eq. S25 vanish and only the squared terms with equal polynomial
orders He,, contribute. We thus obtain,

. . 1/1. 1. 100 _ 1/1. 1. 100
Dxr(Py(A)|[T'w (A)) =3 <3,C§ + 10421 + 6!C§> + B (3,7§ + Iﬁ + ’Y§>

6!
1. . 1. . 100 5,5
BT R TI T R E
171 . . 1 . A 100 . 2 2
=5 |31 @ 3 g @+ g G- (527)

where 4,, is the n'® cumulant of the modified Gamma distribution Iy.

By substituting the cumulant of the affinity distribution (Eq. S22) and that of the Gamma distribution, we arrive
at an approximation for the Kullback-Leibler distance between the two distributions,

Di(Py (A)||Tw (A)) = ;? (2011e7)?* + O(Opegr) < 1. (S28)

indicating that the Gamma distribution is a good approximation for the true distribution of the affinities Py (.A) for
small mutation rate peg as long as Ok is of order 1. However, for risk tolerant strategies (large ), this approximation
fails. In this regime the repertoire only learns one pattern effectively, resulting in a bi-modal distribution of the
affinities with one mode reflecting the low-affinity recognition and the other, the higher affinity of the latest stored
pattern. This bimodal distribution cannot be approximated by a Gamma distribution.

5. Affinity of random patterns

The affinity of a random pattern x (i.e., patterns unrelated to the previously encountered classes U¢) is determined
by summing over the overlaps | (¢¥®|x)|® between the random pattern y and all previously stored patterns in the
memory repertoire ¥ € M, weighed by their contributions to memory m®. It should be noted that the mean affinity
of random patterns is set to be zero and therefore, the affinity shift A,,,q, defined in Eq. 2, can be evaluated as,

Arana = <A0 3 ma|<wa|x>@> (529)
PpreM
201 [149)

:A0<|<¢|X> |@> = Ao IO

: (S30)

where we use the fact that random pattern x is independent of the stored patterns ¥®, and that on average their
overlap (¥|x) is a normally distributed random variable with mean zero and variance o2, ; = ﬁ, according to the
law of large numbers.

To evaluate the variance of random patterns, we first introduce a basis that spans all the stored patterns in a
repertoire ¥ that have non-zero weights m® at a given time point ¢t. One choice for this basis is to use the N directions
corresponding to the pattern classes U¢(t) at time ¢t. However, these N vectors do not fully span all the previously
presented patterns, due to the evolutionary divergence of these patterns over time. To account for this remaining
subspace, we introduce N’ auxiliary directions ®¢(¢) (with ¢/ = 1,..., N’). In principle, the space encompassing all
possible the patterns is L-dimensional. However, the space of all stored patterns is typically more restricted (i.e.,
N + N’ < L) due to the relatively fast updates in the repertoire such that it only keeps a memory of patterns that
are similar to the current states of the presented classes W¢(t). Using the set of basis vectors {¥¢(t), & (t)}, we can
express any stored pattern in the repertoire as,

N N’
(W2 = D7 W) (PE@)] + Y @@ () (@ (1)) (S31)

c=1 c'=1

As a result, the overlaps between a random pattern x and all the stored patterns in the repertoire in Eq. S29 can be
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expressed as,

Ie)
S @ e = X w30 @) + 3 7 R e o) (32)
PoreM poreEM c=1 /=1
zz( ST () (v ) . ( S ‘(1) <<1>C’(t>x>\@> (33)
c=1 \yporeM /=1 \Yp*eEM
="M @ OR0I° + D0 ML @ o] (834)

c=1 =1

To arrive at Eq. S33, we assumed that the stored patterns ¥* have non-vanishing overlaps with only one of the bases
in the set {¥°, <I>Cl}. As a result, in the expansion of the expression to the power © in Eq. S32, all the cross terms
associated with different bases vanish, and the expression can be simply written as the sum of independent terms. The
final form in Eq. S34 expresses the overlap of a random pattern with the repertoire as a sum over the overlaps with

/ , e
the bases {U°(t), ®° (t)}, with effective weights M.(t) = > m® | (| We(£))|©, and M (t) = >, m> | (Y@ (1))
The effective weight M, associated with the presented pattern classes ¥¢(t) follows,

= o yrwe(of® = SO Rt AT, (535)

where we used the approximation ag = Ag — Arana = Ao + O(L~9/?).

When the shape parameter is © = 2, the effective weights define a normalized set (i.e. ZF 1 M+ ZP, M, =1).
However, for sharper affinity functlons (© > 2), the relationship between the effective Welghts is bounded from above

by ZC 1 M. + ZC, 1 M’ < 1, and for broader affinity functions (© < 2), the weights are bounded from below as,

1< ZC M.+ Z 1 M/,. Here, we discuss the case with © > 2, which entails
N’ N (A)
S ML) <1-> M(t)m1— N (S36)
c'=1 c=1 o

This upper bound implies that when the patterns are well represented in the repertoire (i.e., (4) &~ Amax = ao/N;
see Eq. S5), the weights of the auxiliary bases shrink to zero, i.e., N’ = 0. This result is in line with the eigen-
decomposition analysis of the generalized Hopfield network in Appendix C of ref. [9].

For the cases that M/, > 0, we will consider a mean field approximation, where all the auxiliary directions are
equally important (i.e., M/, = M’, V¢’) and that on average the memory stored in the auxiliary directions has a
comparable weight to that of the bases spanned by the presented patterns, (i.e., E.[M.] = E[M.] = M’, where
E,[-] denotes expectation over the argument in the subscript). These approximations together with Eq. S36 define an
upper bound for the number of auxiliary bases,

N < 20 (1 —N<“4>>. (S37)
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Using these relationships, we can now evaluated the variance of the affinities across random patterns y, as,

varyynq = var .Ao Z ma| <¢Q|X> |® — Ara.nd (838)

PpreM X

N N’ , o
= A var | S M. (WO + 30 M (@ (@) (539)
c=1 c'=1

’

N e
=4 > (01 var ({0 1°) + 43 Y 2 var ([0 |7 (s10)

c=1 c’

— A3 (Z (M) + 3 (M)? | var (1w hoI°) (s41)

< A2

(542)

N 1 N 20 (T [§ + 6] - T [142)?)
< (1-5w))

wL® ’

where, we first used Eq. S30 to express the affinity function in Eq. S38 in terms of the bases in Eq. S39. Given that
the projections of a random pattern along different bases are statistically independent from each other, we expressed
the variance of the sum of these contributions in Eq. S39 as the sum of their variances in Eq. S40. Next we used
the fact that the overlaps of a random pattern with all the bases (i.e., (¥€|x), (®¢|x), Ve, ¢) are Gaussian random
variates with mean zero and variance L/4. Thus, the variance of these overlaps to the power © are equal for all

bases, which we simply expressed as var [\<w|x>|@} in Eq. S41. We then evaluated the term var [\<¢|X>|@} from the
underlying Gaussian distribution, and used the definition of the effective weight M. in Eq. S35 and the inequality in

Eq. S37 to substitute Zi1(Mc)2 + Zi\/’/:1(Mé’)2 and arrive at the upper bound of the variance for the affinity for
random patterns in Eq. S42. The results in Eq. S42 match very well with simulations for the affinity function with
the shape parameter © = 2 (Fig S4).

Appendix B: Mapping between immune memory repertoires and the Hopfield model

The Hopfield network is among the most frequently used models for associative memory [10]. A classical Hopfield
network describes a fully connected graph with interaction matrix J;;. A binary pattern v of length L presented to
the network J is assigned an energy E (v, J),

L
E(,J) = —% D Jigtity. (S1)
0

Hopfiled networks can learn and store an associative memory of the presented patterns as the minima of the energy
landscape [10]. One way to construct such network is by Hebbian learning, whereby the network is updated with a
learning rate A upon an encounter with a pattern «(¢) at time ¢,

1— . , A TE A
Ji,j (t + 1) — ( >\) Jl’j (t) + )‘wl(t)wj (t)7 I 7é j.a (82)
0, otherwise.
In the supplementary information of ref. [9], we show that this learning rule can be expressed as
J(t+1) = (1= XN)J(t) + A(L[o(1) (0(t)] - 1). (S3)

Using this expression for the network J(T') at time 7" with an encounter history with patterns ¢ (t) (for t < T'), we
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can evaluate the energy F(x, J(T')) of an arbitrary pattern x presented to the network as,

B J(T)) = —5 (I
= IS T ) @l + 5 3 A - AT ()
t=1 t=1

= LY N R0 P+ 5 40 (1= X))

L= 1
=—3 > me| (b)) P+5+0(0=N7) (S4)

with the time-dependent weights, m; = A\(1 — \)T~1~%. Note that the correction terms vanish in the limit of large

time T and that the weights sum up to one, i.e., >, m; = 1. In this limit, the energy function E(x, J) corresponds to
the affinity function given in Eq. 2 of the main text, for the choice of the shape parameter ® = 2, the energy scale
Ao = —L/2, and the random energy Ayang = —1/2.

Appendix C: Numerical methods

As discussed in Section B, for the shape parameter ® = 2 the affinity function in Eq. 2 maps onto the energy
function of a Hopfield network with Hebbian learning [9, 10, 12], which is easily tractable with numerical techniques.
Specifically, using a Hopfield model for simulating the repertoire problem with ® = 2 has the advantage that we only
need to keep track of the interaction matrix .J; ; of size L? as opposed to all the 2% memory wights m®. This dramatic
reduction in complexity makes the numerical simulations for © = 2 highly efficient.

For the simulations, we use the same approach as in [9]. We initialize the interaction matrix J of size L x L with
all entries set to zero J; ; = 0 and choose N independent random patterns of size L.

Before collecting any data, we first update the network until it reaches a quasi-stationary state so that it no
longer depends on the initial condition. Since the stored memory of a pattern within the network decays as (1 — A\)®
with the number the number update steps s since the original encounter, we update the network following the

log10~°
log(1—X)

that (1 — A\)*stt- < 1075 and the memory of the initial state is removed. Moreover, this criterion implies that in the
quasi-stationary state the memory weights become normalized i.e., 1 — > m®(sstar.) < 1077, after starting from a
no memory initial state of ) m®(0) = 0. During each step of this preparation phase, we also evolve the patterns,
whereby we flip the spins of patterns within each class at rate u. We then randomly choose one of the patterns to
present to the network and update the network according to the learning rule in Eq. S2.

After reaching the quasi-stationary state of memory, we collect data from the network over 10* steps. During
this process, the patterns evolve with rate p and are presented at a random order to the network. We record the
affinity of each presented pattern before updating the network. At each step we also record the affinity of a randomly
generated pattern that belongs to none of the previously encountered pattern classes. For each learning rate A\, we
repeat this process for 50 independent initial sets of pattern classes {¥¢}. Overall, we perform a total of 5 x 10°
affinity measurements on both the previously encountered and the random patterns.

initialization by sgtas. = ceil ( ) steps for the network to reach a quasi-stationary state. This criterion ensures
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FIG. S1. Standard deviation of affinities for pre-encountered patterns. Solid lines shown the numerical estimates for
the standard deviation of pattern affinities (c4) divided by the scale of the affinity (Ao) for different numbers of patterns N
(colors), using Hopfield model to simulate of repertoires. Dotted lines show the analytical estimates, using (A) the full solution
in Eq. S14, and (B) the approximation in Egs. 4 & S22. Simulation parameters: L = 100, peg = 0.01, © = 2.
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FIG. S2. Pareto front for risk-utility tradeoff of memory for evolving patterns. Similar to Fig. 2 in the main text,

the risk-affinity Pareto front for the optimized objective function Q(A*) (Eq. 3) is shown for different mutation rates (colors)
by varying the risk tolerance x along each line, for the shape parameters (A) © =4, and (B) © = 8. In both cases, N = 200.
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FIG. S3. Distribution of pattern affinities. The distribution of affinities between a memory repertoire and patterns from
previously enchanted classes are shown for different effective mutation rates pes and risk tolerance x in different panels. The
distributions are characterized based on the simulations using Hopfield network (red; see Appendix C), the process for deriving
the cumulant-generating function in Eq S19. (blue), the Edgeworth approximation for the probability density function in
Eq. S24 (pink), and the Gamma distribution with the matching mean and variance (dotted lines). For small (pes - &) in (A-C)
all distributions are comparable and as suggested by the Kullback-Leibler divergence in Eq. 528, the Gamma distribution is a
good approximation to the underlying distribution of affinities. For larger (ues - k) in (D), the optimal learning rate becomes
large (Eq. 5), and the repertoire only remembers the most recently encountered patterns, resulting in the break down of the
analytical approximations. Simulation parameters: L = 200, N = 40, and © = 2.
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FIG. S4. Standard deviation of affinities for random patterns. Solid lines show simulation results for © = 2 and dashed
lines give the analytic result from Eq. S42. (A) shows results for constant number of pattern classes N = 30 and for different
effective mutation rates peg (colors). (B) shows results for constant peg = 0.01 and for different numbers of pattern classes N
(colors). In both cases we observe, that when the learning rate A is large and only one pattern class is stored in the system the
fluctuations of random affinities are the largest as there is no self averaging over all stored patterns. When the system can learn
close to the optimum (maximal affinity for stored patterns with small fluctuations) the prefactor in Eq. S42 reaches the naive
expectation 1/N and the fluctuations of random overlaps are averaged over all stored patterns. When the learning rate become
small and the system can no longer follow the evolution of the patterns, the system effectively stores many additional states
and the random fluctuations are averaged over all these states. As a consequence, the fluctuations o, go to zero. Simulation
parameters: L = 100, © = 2.
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FIG. S5. Optimal learning rate for three phases of memory. The optimal learning rate \* corresponding to the different
strategies in Fig. 3 is shown for different values of risk tolerance and mutation rate. Fast learning with A ~ 1 corresponds to
the phase of single memory storage (light), where only the memory of most recent encounter is retained. On the other hand,
slow learning A < 1 corresponds to the phase where effectively no memory is stored (dark). The triangle of good memory is
associated with intermediate rates of learning. Simulation parameters: L = 200, N = 40, and © = 2.
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FIG. S6. Three phases of memory discrimination for different shape parameters of the affinity function. Similar
to Fig. 3 the phase diagram shows the discrimination ability of repertoires (AUROC) between familiar patterns with prior
encounter history and random patterns, for different shape parameters of the affinity function (A) © =4, and (B) © = 8.
Other parameters: Parameters: L = 200, N = 40.
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FIG. S7. Three phases of memory discrimination uncovered with simulations of Hopfield networks. Similar to
Fig. 3 the phase diagram shows discrimination ability of repertoires (AUROC) between familiar patterns with prior encounter
history and random patterns. The phase diagram is acquired by direct simulation of memory, using the correspondence between
repertoires with shape parameter © = 2 and Hopfield network; see Appendix C for numeral technique. The low risk region
on the left side of the dashed line is not accessible by simulations, which explains the differences between the simulations and
results of the analytic approximation shown in Fig. 3. Parameters: L = 200, N =40, and © = 2.
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